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**Short title:** Artificial Neural Networks for risk prediction following Carotid endarterectomy
Introduction

Carotid endarterectomy (CEA) is emerging as the commonest arterial procedure performed by vascular surgeons. The efficacy of CEA in stroke prevention has been proven by randomised controlled trials\(^1-3\). Comparative audit of outcome of vascular units and surgeons will ensure provision of the highest quality of care\(^4\). Risk models have been used to compare risk adjusted outcomes\(^5-7\). Risk models identify higher risk groups of patients- which can be used to counsel patients before the procedure-and aid in comparison of risk adjusted outcomes on a regular basis\(^8\). However very few models accurately predict individual patient’s risk, especially when the outcome event rates are low. Estimating risk for a high risk group of patients often has a wide confidence interval, thus the mean of the distribution cannot be relied on for estimating an individual patient’s risk. Linear models assume a linear relationship between the variables and the outcome; however data in most instances have a complex relationship between the variables and outcome. Furthermore, linear models often fail if missing or “noisy” data are encountered. Advances in computer processing speed and neural network theory has enabled the use of non-linear models for the analysis of complex data for diagnosis and outcome prediction in medicine\(^9-17\).

Neural networks are distributed, adaptive non linear learning machines based on a information processing model that emulates human brain activity. The basic unit, the processing element (PE), has input and output parameters, similar to a neuron. Each PE performs a relatively simple task but a combination of several PEs, connected by weighted links, work simultaneously, to perform parallel processing, and produce an incredible processing unit, similar to the human brain. One neural network learning model is a variation on trial and error termed back propagation. An error obtained by
comparing the output of the network with the desired is feed back to adjust the weights connecting the processing elements \(^{18,19}\). The multi layer perceptron (MLP) is the most commonly used network for classification \(^{20,21}\). In addition to the input and output layers, variable number of hidden layers can be added in MLPs. Generalized feed forward networks (GFFN) are similar to MLPs but the connections can jump over one or more layers thus enabling a faster more efficient training. Radial basis function networks (RBF) view complex data at a higher dimension, in an attempt to make classification easier \(^{22-24}\).

**Aims**

The aims of the study were to develop neural network models that accurately predict outcome for individual patients and to compare the predictive accuracy of various types of neural network models (MLP, GFFN, RBF).
Methods

Training set

Prospective and retrospective data on 839 CEAs carried out over a period of 5 years from 2 clinical units were used for training the ANNs. The data set was simplified to 15 possible risk factors (Table 1). Details of the data collection methods are described in a previous study. The sample size was considered adequate for an error rate of 0.02 for the training set. The outcome end points were the occurrence of stroke or death within 30 days of the operation. Twenty four percent (200 CEAs) of the training data were randomly selected for cross validating the trained model. The training set was randomised 10 times, with different cross-validation cuts, to produce 10 training and cross-validation sets.

Validation set

Prospective data on 702 CEAs from a further 2 vascular units collected over the same period of time were available to test the developed models. The data set was simplified to the same 15 variables given in table 1.

Coding fields

Data values for the variables were converted to numerical values which lie between 0 and 1.

Design of ANN

MLPs were used initially to develop the predictive model since the analytical power of these networks are well established. Neural Solution 4.2 (Neural Dimension, Florida, USA) was used to develop MLP, GFFN and RBF network models. The following parameters of the network were systematically changed - number of hidden layers (0-6), number of processing elements in each of the hidden layers, type of axon used, learning rule, step size and momentum- to try and improve the performance. The
following specific parameters in the RBFs were altered to increase the performance of the network—cluster centers, competitive rule and distance metric. All networks were trained to a maximum of 1000 epochs.

**Training the ANNs**

The training rule used back propagated error to reduce the overall mean squared error (MSE). An oscillating or rising learning curve over the training cycle indicates poor learning.

**Cross validation**

The trained networks performance was assessed on random sample of 15% of the training data which was not used for training. The learning curve of both cross validation and training sets should decrease with number of epochs to produce better performance. The minimum mean squared error (MSE) was compared for each network for training and cross validation sets.

**Statistical comparison**

The predictive accuracy of the networks to classify patients with strokes or deaths after CEA was assessed by simple classification matrixes. The sensitivity, specificity, positive predictive value, negative predictive value and the likelihood ratios were compared for each network.
**Results**

The observed stroke or death rates was 3.9 % (839) and 4.4% (702) for the training and the validation set respectively.

The lowest minimum MSE was observed with the 0 hidden layer MLP, 1 hidden layer GFFN and 1 hidden layer RBF network (Figure 1). Increasing the number of hidden layers did not reduce the minimum MSE in the training and cross validation sets. The 95% confidence intervals of the minimum MSEs became wider with increase in the number of hidden layers.

The best accuracy of prediction in the training set was obtained with MLP 1, 2, 3 hidden layers and GFFN 1, 2 hidden layers (Figure 2). However, the predictive accuracy did not increase with increasing the number of hidden layers. MLPs, GFFN and the RBFs produced good training models and out performed the linear regressor (0 hidden layer MLP) for predictive accuracy in the training set.

The accuracy of the model to classify strokes and deaths were poor in all networks when used on the validation set (Figure 3). The best predictive accuracy was obtained with RBF 0 hidden layer. This significantly out performed all other networks (Mean predictive accuracy of 16.80 for strokes or death and 84.34 for non stroke or death). Sensitivity, positive predictive value and likelihood ratios were poor for all the networks. However RBFs performed better than the MLPs, GFFNs and the linear regressor (Figures 4-6).
Discussion

For CEA to be worthwhile the long term benefit (stroke prevention) should outweigh the immediate operative risk (stroke or death). The benefit of CEA for patients with symptomatic high grade carotid lesions (70-99%) has been proven using large randomised controlled trials \textsuperscript{1,2}. The benefit for patients with asymptomatic high grade lesion is currently being evaluated \textsuperscript{27}. Although CEA reduces the risk of stroke by 50% compared to best medical treatment for patients with high grade lesions, over three years only 20% of these patients will have a stroke if not operated on. Therefore, surgery is not beneficial in nearly 80% of patients despite them having a symptomatic high grade carotid lesion. CEA can be harmful in some of these patients, especially if the operative risk is unexpectedly high \textsuperscript{28}. Therefore individual patient risk rather than surgeons own observed operative risk is important for CEA. Existing risk models successfully identify a high risk group of patients, but the mean predicted risk is often associated with wide confidence intervals \textsuperscript{8,29}. In the current study using various neural network models the accuracy of individual patient risk was evaluated on data which was blinded and not used for training. The data sets from 2 further institutions were sought only after developing various risk models. Despite using advanced computer technology the percentage predictive accuracy, sensitivity, positive predictive value and the likelihood ratio were poor in the validation set. The results of this study suggest the developed neural models do not generalize to previously unseen data. Despite this negative result, there were several salient points to learn.

The training set consisted of 839 CEAs. The risk variables were reduced to 15 risk factors from the initial 67. Univariate analysis, previous studies and clinical relevance were used to guide the risk factor selection \textsuperscript{8}. The percentage prevalence of missing
data for the selected risk factors was 1.4%. Missing values are inevitable in administrative data and Neural Networks handle missing data, to an extent better than traditional statistical methods. The computational nature of the neural net model compensates for missing and “noisy” data by a process known as graceful degradation. The most commonly encountered problem in any automated model development is “over fitting” the model to the trained data set. A random sample of 24% (200 CEAs) of the training data was used to cross validate the training model. Cross validation is a well recognised statistical method of reducing the statistical bias of learnt models towards the training data. It prevents the learnt model becoming too specific (idealised for the training data) and enables better predictive accuracy when the model is exposed to new data. Weights of the neural model were selected through halting the network training when the mean squared error (MSE) was low for both training and cross validation data sets. Furthermore, 10 randomised training sets were produced to reduce the probability of developing a biased neural model by chance.

It was possible to develop good predictive models on the training set using MLP and GFFN networks. The desired MSE of 0.02 was not achieved. Although nets with hidden layers were more accurate than nets with no hidden layers, increasing the number of hidden layers did not reduce the MSE or increase the accuracy of prediction. Not only did increasing the hidden layers slow the time to train, it increased the error of prediction. The neural network models trained better than the linear predictor. Multiple variables have a complex relationship with the outcome, hence the simpler linear models fail when they encounter such data (GANESH _ NOTE that LINEAR models can be used in any order of dimensions of space! – remove this after reading!) Tremendous development has been made in Neural Network theory and processing
speed enabling them to adapt to the data at various levels of complexity. Connections in GFFNs jump from one layer to another unlike the inter-layer connectivity of MLPs, thus decreasing the learning time. RBF networks add a Gaussian distribution to the input data thus increasing the dimensionality of the classifier over the data. RBFs also have the ability to cluster data without supervision. They can determine for themselves which data is alike since each PE represents a local cluster of patients who are classified similarly over some level of data dimensionality. RBFs in our study trained poorly compared to the other networks but had a better predictive accuracy in the validation set. The RBFs ability to see data at this increased level of dimensionality and the ability to self-cluster data aided to train a model with a high predictive accuracy, albeit with less over-fitting.

Overall accuracy of all models was poor in the validation set. The data used for training the models were routinely collected administrative data. The data volume might not be sufficient to identify the complexity of predicting individual patient risk. Consider a MLP with 15 input nodes, 5 hidden layer nodes and 1 output node, resulting in 80 weighted connections. One heuristic for training this type of net suggests that there should be at least 10 training examples of each observed class per connection weight. This means that we need at least 800 examples of each class to accurately train the network for this application. This volume of data is not yet available. Thirdly, the data used for training and validation might have some inherent difference that is not explained in terms of the statistical analyses associated with this study. Finally failure to find a useable solution in this study does not mean the application is not amenable to neural solutions. Further investigations into the data and the use of neural, fuzzy neural and rough-set based models are on-going.
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Figure 1 Minimum Mean Squared Errors (MSE) for training and cross validation sets for the Networks
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Figure 2 Mean percentage of accuracy of prediction for strokes or deaths and non-strokes and death in the training set
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Figure 3 Mean percentage of accuracy for strokes or death and non stroke or deaths in the validation set
Figure 4  Mean sensitivity and specificity on the validation set
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\caption{Mean sensitivity and specificity on the validation set.}
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Figure 5 Mean PPV and NPV on the validation set
Figure 6 Mean prevalence and likelihood ratios on the validation set
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Table 1: Selected risk factors for the model

<table>
<thead>
<tr>
<th>Age</th>
<th>Respiratory disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>Side of operation</td>
</tr>
<tr>
<td>Hypertension</td>
<td>Shunt</td>
</tr>
<tr>
<td>Heart disease</td>
<td>Patch</td>
</tr>
<tr>
<td>Diabetes</td>
<td>ASA grade</td>
</tr>
<tr>
<td>Stroke</td>
<td>Surgeon</td>
</tr>
<tr>
<td>Renal failure</td>
<td>Vascular unit</td>
</tr>
<tr>
<td>Contra lateral internal carotid artery occlusion</td>
<td></td>
</tr>
</tbody>
</table>
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